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−→ phase transition −→complex (λ = 0) simple (λ� 1)

H2(x) = random noise(x) + λ · deterministic signal(x), x ∈ [−1, 1]2
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Random matrices Random landscapes

I’m interested in the geometry of random landscapes, meaning
smooth (Gaussian) random functions HN : RN → R; for example,
Hamiltonians in statistical physics, or loss functions in data science.

Specifically I count critical points, meaning study the random variable
Crt(HN) = #{x : ∇HN(x) = 0}, when N → +∞. Useful for ...

predicting dynamics of optimization
predicting physics phase transitions
finding ground states

The Kac-Rice formula writes E[Crt(HN)] in terms of

E[
∣∣det(∇2HN(x))

∣∣ | ∇HN(x) = 0]

so I care about determinants of symmetric Gaussian random matrices.

Often non-invariant: I study random landscapes that are far from
isotropic, by studying random matrices that are far from GOE.
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