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This lecture covers

Interval matrices eigensystems

Matrix norms

Gershgoin evicle theorems

Projections from function spaces
to finite dimensional spaces

Interval matrices

A ais in
age IR AeRmn

Interval matrix arithmetic
At B has entries aijtbij
If AEIRMP.BERP
AB Cij dikβkj 4k 9k Pikebik

This definition results in overestimation

non associativity



Example Overestimation ofAB

A 1,2 3,4 infoup 1,2 infoup 3,4

3
AB 3 1,52 39,64 according toINTLAB

However there is no α EA β E B
such that α β 32 64

migA migle A B 1,3 32,40

mayA magB A B 2,4 52,64

How to get 31 39 Furtheroverestimation

becauseof the INTLAB method chosenforefficiency
midpointradius expansion calculate midAmidB

andadd on radii

Example Non associativity ofAB

A 913 at B
AA A B Alan



key fact
Theorem x are inclusion monotonic for
interval matrices Thus for LEA BEB

β AOB

Can use mag mig abs raddiam

Solving linear systems

solve Ax b ie x αeA β B αx β Xex

Alb
Krawczyk Hansenmethods

verifyles A b

Cannot work if OedetA

May not work in other cases due

to overestimation issues



Operator norms

p mom Let KPED AER A ais Egm

11All pep
All sup max in no

p 1 IAll yet E laijl max absolute column sum

p x IAll pyan Eilaijl max absolute row sum

p a I All FA spectral norm

Spectral s B max 1 1 eigenvalueofBradius

Non operator norm

Hall E Ef lag
s
Frobenius norm

Theorem 11AM 11All Confact more such statementshold

Interval matrix norms Ae 11PM

11All an interval containing 1411 A



Eigensystems

AER Av XV

Xiv eigenvalueeigenvectorpair

Theorem Gershgorin
Let Ae ann

Gershgorin disks

B A B air ri ri Ej iil
Be UB

922 offf an 912 9in
921 922923 92M

931 933

1933

ii iiiThen
All eigenvalues lie in 86

If A is real symmetric each Bi contains

at least one eigenvalue



Finding eigenpairs in INTLAB

Finding approximate eigenpairs
V D rigMA AER

verifying eigenpairs

verifyeig A D j j V j
The method for verifying is iterative

more sophisticated than Gershgorin
which would yield overly conservative

estimates



Projections

Let 1ps a Exp a

with norm 11 11 E Ixil
la is a Hilbert space

Projections

Define projection P Xp lp
by Pn x x Xn

lp is isometrically isomorphic to IRN

Qn I Pn is also a projection

from lp into an infinite dimensional

subspace of lp which we call 1

Lemma Given xela and NE IN

there is a unique Xue lp xxel suchthat

Xn Xx

Furthermore Xn PNX Xx B X



Keeping in mind the above lemma
11 11 Hall 11 0112

Now consider a bounded linear operator

Tila la TE L la.la L la

y TX For emphasis Qu Px

y TEN Xo

TXN TXx
Pu Txn PoTxn Pu Txt Po Tx

LIE
Hyll Huxall 11Toxall ITnxoll 11Toxall

N dimilnorm x dime N dim l norm x dirt
computer analysis analysis analysis

Matrix form
T A afff Éf f


