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where $\boldsymbol{g}_{t}=\nabla \ell_{t}(\boldsymbol{w})$ and $\|\boldsymbol{w}\|_{M}^{2}=\boldsymbol{w}^{\top} M \boldsymbol{w}$
Some losses satisfying the condition (in a bounded domain)

- Square loss $\ell(\boldsymbol{w})=\frac{1}{2}\left(\boldsymbol{w}^{\top} \boldsymbol{x}-y\right)^{2}$
- Logistic loss $\ell(\boldsymbol{w})=\ln \left(1+\exp \left(-y \boldsymbol{w}^{\top} \boldsymbol{x}\right)\right)$
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- The bettor starts out with an initial wealth of $C_{0}=1$
- In each round $t=1,2, \ldots$ of the game

1. The bettor bets $\alpha_{t} \in[-1,1]$
2. The market reveals $x_{t} \in[-1,1]$
3. The bettor's wealth is $C_{t}=\left(1+\alpha_{t} x_{t}\right) C_{t-1}$

A reduction from prediction to investment

- Predict using $w_{t}=\alpha_{t} C_{t-1}$ implying $C_{t}=C_{t-1}+w_{t} x_{t}$
- Provide feedback $x_{t}=-\ell_{t}^{\prime}\left(w_{t}\right)=-\boldsymbol{g}_{t}^{\top} \boldsymbol{v}_{t}$
- $C_{T}=\prod_{t=1}^{T}\left(1+\alpha_{t} x_{t}\right)=1+\sum_{t=1}^{T} w_{t} x_{t}=1-\sum_{t=1}^{T} w_{t} \ell_{t}^{\prime}\left(w_{t}\right)$
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- Lower bound: $\Omega\left(G \sqrt{\left(D+\Pi_{T}\right) D T}\right)$
- When $\Pi_{T}=0$ this reduces to the standard lower bound $\Omega(G D \sqrt{T})$
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- Best known upper bound: $R_{\tau, T}^{\text {ada }}(\boldsymbol{u})=\mathcal{O}(D G \sqrt{\tau}+\sqrt{(\ln T) \tau})$
- Obtained by combining several instances of a standard online algorithm each run in a specific interval of time
- The set of intervals is carefully designed so that the overall number of instances to be run is $\mathcal{O}(\ln T)$
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using concentration of $\ell_{t}(\boldsymbol{u})$ around $\ell_{\mathcal{D}}(\boldsymbol{u})$

## Final bound

If $\overline{\boldsymbol{w}}=\frac{1}{T} \sum_{t=1}^{T} \boldsymbol{w}_{t}$ where $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{T}$ are generated by an online algorithm over $\left(\boldsymbol{X}_{1}, Y_{1}\right),\left(\boldsymbol{X}_{2}, Y_{2}\right), \ldots$ drawn i.i.d. from an unknown distribution $\mathcal{D}$, then

$$
\ell_{\mathcal{D}}(\overline{\boldsymbol{w}})-\inf _{\boldsymbol{w} \in \mathbb{V}} \ell_{\mathcal{D}}(\boldsymbol{w}) \leq \frac{2 G D}{\sqrt{T}} \quad \text { w.h.p. }
$$

