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Outline
1. Taxonomy of sources of bias.

2. Bias in victim crime reporting and its effect on predictive policing (FAccT’21).
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Optimization objectives 
and evaluation bias
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formulation

Working paper, joint with: Stefan Feuerriegel & Maytal Saar-Tsechansky. Algorithmic Fairness in Business Analytics: 
Directions for Research and Practice.
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Pages from “Vaught’s Practical Character Reader,” a phrenology book published in 1902.Source: Archive.org
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Bias ingrained in underlying assumptions
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● AI ethics is broader than AI fairness.

● Some tasks are inherently biased, grounded on discriminatory assumptions. 

● Misleading to talk about “fairness” in these context.

● Accuracy and good AI performance can also be harmful!
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YcY

Mind the gap!

Proxies and mismeasurement errors

“Bias occurs because the algorithm uses health costs as a 
proxy for health needs. Less money is spent on Black 
patients who have the same level of need, and the 
algorithm thus falsely concludes that Black patients are 
healthier than equally sick White patients.”
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YcY

Misleading comparisons
Erroneously assuming the human is engaged 

in the same predictive task

ML “better than” the human expert with respect 
to artificial task

Self-fulfilling prophecies
Evaluating with respect to proxy

Incorrect predictions erroneously assessed as 
correct when assuming proxy is “ground truth”

Mind the gap!



Problem formulation

● Decisions involved:

○ What is the overarching goal of the system?

○ What is the mechanism of entry into the 
population subjected to the algorithm?

○ What is the space of possible decisions?
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20

Algorithms that solve seemingly the same task can be embedded within entirely different problem 
formulations, which directly impacts fairness considerations: what burdens and benefits are allocated?
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Problem formulation: how does it matter?
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“deterring borrowers with social stigma and shaming 
on online social media could be a low-cost enforcement 
option for Chinese P2P lending platforms”.

“Interventions that focus on student persistence and 
academic success were seen as the primary actions 
needed to help prevent student loan default”.

Algorithms that solve seemingly the same task can be embedded within entirely different problem 
formulations, which directly impacts fairness considerations: what burdens and benefits are allocated?



Sources of bias

23

Optimization objectives 
and evaluation bias

 Algorithmic adoptionData collection 
and representation

Problem 
formulation



Sampling bias

24

● ML algorithms often trained with convenient, inexpensive data.

● Big data ≠ good data.

X Y
predict



Sampling bias

25

● ML algorithms often trained with convenient, inexpensive data.

● Big data ≠ good data.

X Y
predict

Sampling bias:
Who is represented?



Sampling bias
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● ML algorithms often trained with convenient, inexpensive data.

● Big data ≠ good data.

Why it matters? 

May result in bias in disaster 
response (among other tasks).
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● ML algorithms often trained with convenient, inexpensive data.

● Big data ≠ good data.

● Sources of sampling bias:

○ Access to technology and resources

○ Previously served/underserved communities 

○ Trust in authorities (reporting)

● Invisibilization in sampling bias often compounds previous injustices.
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X
Y

predict

How are people represented?

● Predictive power of features collected may differ across subpopulations.
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Differential subgroup validity
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● Predictive power of features collected may differ across subpopulations.

● In healthcare: symptoms that are studied, 
taught, and recorded may only hold diagnostic
power for some.

● Choice may be informed by, and only hold
predictive power, in some cultural contexts. 

● Example: number of credit cards as a 
positive signal for “creditworthiness”.
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Differential subgroup validity

● Ability to adapt to a certain choice of features may also differ across groups.
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Differential subgroup validity

● Ability to adapt to a certain choice of features may also differ across groups.

● Strategic adaptation to incentives is not possible for everyone.

● Standardized tests: incentivize students
to invest in tutoring and retake tests, 
but not everyone can do this.
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X
Y

predict

Human-generated labels

● Target labels are often termed “ground truth”, but they may also encode biases. 

● Whose views are encoded and valued?
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● Target labels are often termed “ground truth”, but they may also encode biases. 

● Whose views are encoded and valued?

Implicitly or explicitly 
predicting HR and 
managerial reviews 
perpetuates past biases



Human assessments encoded as labels
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● Target labels are often termed “ground truth”, but they may also encode biases. 

● Whose views are encoded and valued?

Lack of ground truth 
pervasive across tasks.
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● What is the optimization objective? How do we evaluate performance?

● Even if data is representative of the target population, a choice of performance metric centered on 
“overall performance” is centering majority populations. 
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● What is the optimization objective? How do we evaluate performance?

● Even if data is representative of the target population, a choice of performance metric centered on 
“overall performance” is centering majority populations. 
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Algorithmic adoption
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● How are algorithmic recommendations integrated into decisions?

● Regardless of “fairness properties” of the predictions, non-uniform adherence to recommendations 
may lead to unfair decisions. 
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● How are algorithmic recommendations integrated into decisions?

● Regardless of “fairness properties” of the predictions, non-uniform adherence to recommendations 
may lead to unfair decisions. 

“I show that this [raw racial disparities in initial bond] increase was not simply a 
consequence of different risk scores by race. Rather, the recommended default 
was also more likely to be overridden (in favor of harsher bond conditions) for 
black defendants than similar white defendants”.



Sources of bias: Multiple may be present 
and interact with each other
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Optimization objectives 
and evaluation bias

 Algorithmic adoptionData collection 
and representation

Problem 
formulation



Rethinking the bias problem
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● General framing: The bias is in the data. 
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● General framing: The bias is in the data. 

● Alternative framing: The bias is in the gap between the question that motivates us and the question 
that we are answering.

● Centering decisions, rather than predictions, allows us to:

○ Reimagine the questions that we are answering. 

○ Rethink how we integrate algorithms into decision-making pipelines.

○ Scrutinize proxy objectives.

○ Evaluate ML-assisted decisions, not ML predictions.

○ Anticipate long-term, contextual risks.
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Outline
1. Taxonomy of sources of bias.

2. Bias in victim crime reporting and its effect on predictive policing (FAccT’21).



Predictive policing increasingly deployed across 
cities and countries

47PredPol website (2021)
The Verge (2018)

Azavea blog: Why we sold HunchLab (2019)



48PredPol website (2021)
The Verge (2018)

Azavea blog: Why we sold HunchLab (2019)

Modern predictive policing systems have come under 
scrutiny due to a lack of transparency and concerns 
about biased outcomes.



Critics have demonstrated the potential for 
dangerous feedback loops when using arrest data.
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[1] Kristian Lum and William Isaac. 2016. To predict and serve? Significance (2016)
[2] Danielle Ensign et al. 2018. Runaway Feedback Loops in Predictive Policing. Conference on Fairness, Accountability, and Transparency (FAT* 2018) 

● Lum and Isaac [1] demonstrate how using 
data on drug arrests in Oakland, CA as 
inputs to the PredPol predictive policing 
algorithm would result in high 
concentrations of policing in racial and 
ethnic minority neighborhoods.

● Ensign et al. [2] use a generalized Pólya 
urn model to theoretically analyze how 
feedback loops in arrest-based predictive 
policing systems arise.



Critics have demonstrated the potential for 
dangerous feedback loops when using arrest data. 
Proponents argue other types of data are used.
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[1] Kristian Lum and William Isaac. 2016. To predict and serve? Significance (2016)
[2] Danielle Ensign et al. 2018. Runaway Feedback Loops in Predictive Policing. Conference on Fairness, Accountability, and Transparency (FAT* 2018) 
[3] PredPol 2017. Machine Learning and Policing. https://blog.predpol.com/machine- learning-and-policing. [Online; accessed 1/20/21]

● Lum and Isaac [1] demonstrate how using 
data on drug arrests in Oakland, CA as 
inputs to the PredPol predictive policing 
algorithm would result in high 
concentrations of policing in racial and 
ethnic minority neighborhoods.

● Ensign et al. [2] use a generalized Pólya 
urn model to theoretically analyze how 
feedback loops in arrest-based predictive 
policing systems arise.

PredPol [3]

“unbiased nature of [...] algorithm”

“data collected and analyzed is primarily 
victim data”

“excludes drug related offenses and traffic 
citation data from its predictions to remove 
officer bias”



We demonstrate how differential victim crime reporting can 
lead to geographical outcome disparities in hot spot 
prediction with no arrest data used.
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Our analysis is based on a crime simulation patterned 
after district-level crime statistics for Bogotá, Colombia.
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● District-level victimization and victim crime 
reporting rates collected by Bogotá’s chamber 
of commerce, Cámara de Comercio de Bogotá 
(CCB) in 2014.

● ~10,000 participants from all socio-economic 
statuses and all 19 urban districts.



Our analysis is based on a crime simulation patterned 
after district-level crime statistics for Bogotá, Colombia.
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● District-level victimization and victim crime 
reporting rates collected by Bogotá’s chamber 
of commerce, Cámara de Comercio de Bogotá 
(CCB) in 2014.

● ~10,000 participants from all socio-economic 
statuses and all 19 urban districts.

Victimization 
rate

Reporting 
rate



When trained on only reported crime data, some districts 
require more than double the crime rate of other districts to 
have their cells selected as hot spots.
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Minimum expected crimes required to predict hot 
spot on average: 0.27 
victim crime reporting rate 28%

Minimum expected crimes required to 
predict hot spot on average: 0.73
victim crime reporting rate 13%

When trained on only reported crime data, some districts 
require more than double the crime rate of other districts to 
have their cells selected as hot spots.

S1 = all crime SEPP

S2 = reported crime SEPP

S3 = rescaled reported crime SEPP

M1 = all crime MAVG

M2 = reported crime MAVG

M3 = rescaled reported crime MAVG

On average the minimum true crime rate that leads to a predicted hot spot in Rafael Uribe 
Uribe is 2.7 times the minimum crime rate required in Kennedy



Rescaling according to victim reporting rates as 
solution?
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● Rescaled model (S3) often closer to the full data 
model (S1) than crime-report model (S2).

● Problem: Rescaling increases predictions in 
district by fixed factor irrespective of 
cell-specific crime. The wrong cells can be 
selected in consequence.   

➢ Misallocation within district.
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● Rescaled model (S3) often closer to the full data 
model (S1) than crime-report model (S2).

● Problem: Rescaling increases predictions in 
district by fixed factor irrespective of 
cell-specific crime. The wrong cells can be 
selected in consequence.   

➢ Misallocation within district.

● In order to recover the cell-wise true crime 
distribution, a cell-by-cell rate of victim crime 
reporting would be required which is 
unattainable in practice.



Not specific to SEPP: A within-cell exponentially 
weighted moving average model of crime counts 
leads to very similar results.
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Figure. Equity measures for hot spot 
selection in Bogotá districts. Each data 
point represents a distinct evaluation 
day (189 days) in a given simulation 
run (50 runs).

S1 = all crime SEPP

S2 = reported crime SEPP

S3 = rescaled reported crime SEPP

M1 = all crime MAVG

M2 = reported crime MAVG

M3 = rescaled reported crime MAVG
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Findings

Differences in victim crime reporting rates can lead to geographical bias in common hot spot prediction 
algorithms even when no data from arrests or police initiated contact is used. 
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Findings

Differences in victim crime reporting rates can lead to geographical bias in common hot spot prediction 
algorithms even when no data from arrests or police initiated contact is used. 

Implications

This can lead to misallocation of police patrols in the form of over-policing of some neighborhoods while 
areas with effectively higher crime rates are under-policed.

Socio-technical context

Victim crime reporting rates are known to be driven by socio-economic factors, types of crime and other 
demographics. More work is needed for an in-depth discussion of the interplay between predictive 

disparities and these factors in the Bogotá context.

Non-solution

It is unclear how this problem could be mitigated. 
Rescaling predicted crime rates by surveyed victim crime reporting rates also increases noise and can can 

make singling out specific cells within a district hard.
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Thanks!
@mariadearteaga


