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Network Embedding – Les Misérables co-appearance network

▶ 77 nodes and 254 edges

▶ Aim to discover both homophily and
structural equivalence.

▶ node2vec learns embedding, which is
followed by k-means clustering.

Grover, A., & Leskovec, J. (2016, August). node2vec: Scalable feature learning for networks. In Proceedings

of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining (pp. 855-864).
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Network Embedding – Protein-Protein Interaction Network

▶ Protein-Protein Interactions for Homo Sapiens.

▶ 3890 nodes, 76584 edges.

▶ 50 labels for the nodes.
▶ Multi-label classification based on the network.

▶ Training data: a fraction of nodes and their labels.
▶ Learning goal: the labels of the remaining nodes.
▶ Workflow:

Network −→ Embedding −→ Predictive modeling of nodal labels

Grover, A., & Leskovec, J. (2016, August). node2vec: Scalable feature learning for networks. In Proceedings

of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining (pp. 855-864).
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Network Embedding – Why?

▶ Network data → vectors (features).

▶ Represents network structures with geometry.

▶ Network embedding is rarely the end goal.
▶ Challenges

▶ Different notations.
▶ Lack of evaluation metrics. “How well does it work?”

▶ How would the Veridical Data Science PCS principles apply?
▶ Predictability, Computability, and Stability
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Problem setup

▶ Network: G = (V ,E ).

▶ V is the set of n vertices or nodes.

▶ E is the set of edges, which can also be represented by the adjacency matrix A.

▶ The edges can be weighted/unweighted, directed/undirected. No self-edge.

▶ Nodal attributes/covariates: X

▶ Network embedding:
Φ : G ×X → (Z, ρ).

▶ Z is a matrix, with vectors in a metric space with associated metric ρ.
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Aspects of network embedding

▶ space to represent the network in?
▶ features of the network to preserve?

▶ how do we evaluate whether these features are preserved?

▶ combine nodal covariates with the learned representation?

▶ tasks that will use the embedding?
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Aspects of network embedding

▶ Representation space
▶ Most popular: lower-dimensional Euclidean spaces
▶ Unit spheres, hyperbolic spaces

▶ Features of network to be preserved
▶ Connectivity
▶ Network structures such as communities
▶ First-order proximity, e.g., presence of edges
▶ Second-order proximity, k-step transition probability, homophily, etc
▶ Similarity in nodal attributes.

▶ Similarity in the representation space
▶ Subsequent modeling and learning

▶ Clustering and classification of nodes
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Learning the representation

▶ Spectral clustering

▶ Latent space models

▶ Random-walk based network embedding

▶ Neural network models for supervised network embedding
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Learning the representation

▶ Assume there is a generating process.
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Learning the representation

▶ Structural Deep Network Embedding. Wang, D., Cui, P., & Zhu, W. (2016, August). Structural deep network embedding.

In Proceedings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining (pp. 1225-1234).

L = L2 + αL1 + νLreg

= ∥(Â− A)⊙ B∥2F + α

n∑
i ,j=1

Ai ,j∥zi − zj∥22 +
ν

2

K∑
k=1

(∥W (k)∥2F + ∥Ŵ (k)∥2F ),

▶ A is the adjacency matrix and Â is the reconstruction based on z .

▶ The error is weighted by B: Bij = 1 if Aij = 0 and Bij = β > 1 if Aij > 0.

▶ ∥ · ∥F is the Frobenius norm of matrix.

▶ W (k) and Ŵ (k) are the weights of the encoding and decoding neural networks.
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Learning the representation

▶ “matching the similarities”

▶
L(S , S ′) =

∑
i ,j

S(vi , vj)S
′(zi , zj) + R(z),
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Learning the representation
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Case Study: An Email Network

▶ Email network of all students at a US university during one semester in the academic
year 2003-2004.
Kossinets, G., & Watts, D. J. (2006). Empirical analysis of an evolving social network. science,

311(5757), 88-90.

▶ Nodal information

▶ Treated as unweighted and undirected.

▶ An edge: at least one email during the semester.

▶ Consider the largest connected component.

▶ 18492 nodes and 260048 edges.

▶ Methods considered: Spectral embedding, Deepwalk

▶ Learning tasks: prediction of academic fields (k = 12) and student status (k = 5)
using random forests and logistic regression.

▶ Implementation: scikit-learn; stratified 5-fold cross-validation; 100 repetitions.
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Model Cards

Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B., ...

& Gebru, T. (2019, January). Model cards for model reporting. In Proceedings

of the conference on fairness, accountability, and transparency (pp. 220-229).
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Email network: Embedding
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A veridical network embedding?

▶ Yu, B., & Kumbier, K. (2020). Veridical data science. Proceedings of the National
Academy of Sciences, 117(8), 3920-3929.

▶ Predictability: how well a model represents relationships in the original data.

▶ Computability: how well does the algorithm scale?

▶ Stability: how much will the results change when the data and/or model are
perturbed?
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Email network: Predictability

,

Statistics@Columbia, MSRI, March 10th, 2022 18



Email network: Computability
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Email network: Stability

Factors need to be considered for stability.

▶ Choice of representation space.

▶ Features of network to be preserved.

▶ Similarity considered.

▶ Learning algorithms.

▶ Measures of performance (e.g., subsequent learning tasks).

▶ Perturbation of data (i.e., network).
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Email network: Stability
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Conclusion and Discussion

▶ Network embedding is an exciting and important area of research.

▶ Towards a PCS framework for problem setup and model assessment.
▶ Many unsolved questions:

▶ Richer network features to address domain specific questions.
▶ Richer geometry of the embedding space.
▶ Further research on understanding the relation between random walks on networks and

network structures.
▶ Benchmark data sets and ...
▶ Metrics, metrics, metrics.
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Questions?
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