
Hence any process with the features (1)-(3) above is characterised by just three parameters,

• the initial distribution, i.e. the law of B(0),
• the drift vector µ,
• the diÆusion matrix ß.

We call the process {B(t) : t ∏ 0} a Brownian motion if the drift vector is zero, and the
diÆusion matrix is the identity. If B(0) = 0, i.e. the motion is started at the origin, we use the
term standard Brownian motion.

Suppose we have a standard Brownian motion {B(t) : t ∏ 0}. If X is a random variable with
values in Rd, µ a vector in Rd and ß a d£d matrix, then it is easy to check that {B̃(t) : t ∏ 0}
given by

B̃(t) = B̃(0) + µt + ßB(t), for t ∏ 0,

is a process with the properties (1)-(4) with initial distribution X, drift vector µ and diÆusion
matrix ß. Hence the macroscopic picture emerging from a random walk can be fully described
by a standard Brownian motion.
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Figure 1. The range {B(t) : 0 ∑ t ∑ 1} of a planar Brownian motion

In Chapter 1 we start exploring Brownian motion by looking at dimension d = 1. Here Brownian
motion is a random continuous function and we ask about its regularity, for example:

• For which parameters Æ is the random function B : [0, 1]! R Æ-Hölder continuous?
• Is the random function B : [0, 1]! R diÆerentiable?

The surprising answer to the second question was given by Paley, Wiener and Zygmund in 1933:
Almost surely, the random function B : [0, 1]! R is nowhere diÆerentiable! This is particularly
interesting, as it is not easy to construct a continuous, nowhere diÆerentiable function without
the help of randomness. We will give a modern proof of the Paley, Wiener and Zygmund
theorem, see Theorem 1.30.
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