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• joint work with T. Pantev and B.Toen.

• will describe new homotopy invariants of a

topological space X, related to the action

of π1(X, x) on the higher homotopy groups

πi(X)⊗ C, i > 1.

• will explain the construction of a Hodge

decomposition on the schematized homo-

topy type (X⊗C)sch of a smooth projective

variety X.

• will construct some new examples of ho-

motopy types which are not realizable as

complex projective manifolds.

• will discuss generalizations, different real-

izations some other applications. For more

details see math.AG/0107129.
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1. Hodge theory and restrictions on
Kähler homotopy types

All schemes will be over C.

Problem 1. Find effective conditions that

distinguish the homotopy types of compact

Kähler manifolds among all homotopy types

of finite CW complexes.

Remark: All known conditions are of Hodge
theoretic nature:

• the existence of a Hodge structure on the
cohomology, the fundamental group or the
rational homotopy type of a projective man-
ifold.

• the natural products, e.g. the cup product
in cohomology, the Whitehead products on
homotopy groups, etc., are morphisms of
(mixed) Hodge structures.
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P = the class of homotopy types of all smooth

projective varieties.

Sample Hodge-theoretic restrictions.

Suppose X = the homotopy type of a finite

CW complex.

(i) Cohomological restrictions

• (Hodge, Weil) If X ∈ P, then bodd(X) ∈ 2Z.

Example: If π1(X) is free, then X /∈ P.

• (Johnson-Rees) If H1(π1(X),Q) �= 0 and X ∈
P, then the cup product

H1(π1(X),Q)⊗2 �→ H2(π1(X),Q)

has nonzero image.

Example: If π1(X) is a lattice in the 3 × 3

Heisenberg group, then X /∈ P.
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(ii) Rational homotopy type restrictions

(Deligne, Goldman-Millson) Let G be an affine

algebraic group over C and let X ∈ P. Then

Hom(π1(X), G) has at most quadratic singu-

larities at points corresponding to semisimple

representations.

(iii) Non-abelian Hodge theory restrictions

• (Gromov, Arapura-Bressler-Ramachandran)

If X ∈ P, then π1(X) has at most one end.

• (Simpson) If X ∈ P, then any rigid represen-

tation of π1(X) is of Hodge type.

Example: If π1(X) = SL(n,Z) with n ≥ 3, then

X /∈ P.
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Comments:

• Let W be a real algebraic group, G be its complexifica-

tion and σ be the complex conjugation on G correspond-

ing to W . A Cartan involution on G is an automorphism

C : G → G, s.t. C2 = 1, C ◦ σ = σ ◦ C =: τ is such that

Gτ is compact.

The group W is called a group of Hodge type if we can

find a γ in the identity component of G so that Adγ is

a Cartan involution.

• Using Tanaka duality we can reformulate the Hodge

type restriction of Simpson by simply saying that π1(X)red

is a group of Hodge type. In particular C×δ acts on

π1(X)red so that −1 is a Cartan involution. This action

of C×δ on π1(X)red is the Hodge decomposition on the

fundamental group.
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• (Simpson) If X ∈ P and

Σik(X) := {ρ ∈ Hom(π1(X),C×)|hi(X, ρ) ≥ k},
then Σik(X) ⊂ Hom(π1(X),C×) is a translation

of a subtorus by a torsion point.

Example: Put Γ := Za with a even and consider

- a torus T = K(Za,1) with a base point t ∈ T ;
- a space Y obtained from T by attaching m

2-spheres at t;

- a space X obtained by attaching � 3-cells to

Y with attaching maps αi ∈ π2(Y, t) = (ZΓ)m,

i = 1, . . . , �.

View the collection {αi} as a matrix A ∈
Mat�×m(CΓ). Let A(ρ) ∈ Mat�×m(C) be the matrix

obtained by evaluating A on a non-trivial algebra

homomorphism ρ : CΓ → C. Then

Σ2
k(X) = {ρ ∈ Hom(Γ,C×)| rk(A(ρ)) ≤ m− k}.

By choosing A carefully we can get Σ2
k(X) which

does not pass through any torsion pointa. Thus

X /∈ P.

aThis characteristic of X will not be seen by the rational

homotopy type.
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Unifying theme of these examples: The ex-
istence of a Hodge decomposition on various
homotopy invariants (e.g. cohomology, ratio-
nal homotopy type, fundamental group, non-
abelian cohomology, etc.) of a homotopy type
X ∈ P.

Goal: Given a X ∈ P, find a uniform construc-
tion of a Hodge decomposition on all homo-
topy invariants of X, i.e. find a Hodge decom-
position on X itself.

Interpretation: View the various Hodge de-
compositions on homotopy invariants as ac-
tions of the group C×.

Example: The Hodge decomposition

Hn(X,C) = ⊕Hn−p(ΩpX)

on the cohomology of a projective variety X
can be thought of as the representation of C×
on Hn(X,C) which has weight p on the piece
Hn−p(ΩpX).
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These results are obtained using only the first
nonabelian cohomology - they show some po-
tential so they are worth studying. Philosoph-
ically we would like to go in two directions:

1) Creating a “Huge Object” and then getting
geometric information after localizing.

2) Studying all realizations of “Huge Object”.
Going back to Mathematics we need:

Caveat: To define a Hodge decomposition on
a homotopy invariant of some X ∈ P we have
to algebraize this invariant.

Thus before we even begin to look for a Hodge
decomposition on a homotopy type X ∈ P we
must resolve the following:

Problem 2. Find an algebraic geometric

incarnation of a homotopy type X.

The answer to this problem turns out to be
the notion of a schematic homotopy type due
to B.Toen.



2. Schematization of homotopy types

The Schematization Problem was posed by

Grothendieck in ‘Pursuing Stacks’. He asked

if one can find a functorial assignment:

(CW complex X) −→




an algebraic ob-

ject

X ⊗ S → S

defined for every

scheme S




so that

H•(X,O(S)) ∼= H•(X ⊗ S,O).

for all S.

Such X⊗S will be called the schematic homo-

topy type of X/S

Remark: At a first glance, the motivic flavor of

the schematization problem makes it tempting

to require that X ⊗ S be a scheme over S.
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This requirement seems to be unrealistic as

soon as πi(X) �= 0 for some i > 0.

An efficient way of incorporating the non-tri-

viality of πi(X) into the definition of X ⊗ S is

to require that X ⊗ S be an algebraic stack of

∞-groupoids.

These are exactly the objects that Grothendieck

is pursuing in ‘Pursuing stacks’.

Warning: The naive schematization assignment

will not work. For example, the assignment

X := K(Z, n) → K(Ga, n) will not work be-

cause if S = Spec(Fp), then H2(X,Fp) = Fp
but H2(K(Ga, n),O) = Homgp(Ga,Ga) �= Ga
since it contains Ga plus the Frobenius.
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We will use the Simpson-Tamsamani approach

to higher stacks, in which stacks of ∞-groupoids

are modeled on simplicial presheaves.

Concretely: for us a stack (of ∞-groupoids) is

a pointed connected simplicial presheaf on the

site (Aff /C)ffqc of affine complex schemes with

the flat topology, considered up to homotopy.

Notation: • SPr∗(C) - the category of pointed

simplicial presheaves together with its local pro-

jective model structure.

• Ho(SPr∗(C)) - the corresponding homo-

topy category. The objects in Ho(SPr∗(C)) will

be called stacks.

Remark: This point of view is consistent with

the traditional notions of a scheme or a stack.

For example algebraic spaces (respectively or-

dinary stacks) are 0-truncated (respectively 1-

truncated) objects F ∈ Ho(SPr∗(C)).

9



Comment: The local projective model struc-
ture on SPr∗(C) is the presheaf version of the
Braun-Gersten model structure and is built (See

B. Blander, paper 0462 in the K-theory archive)
in two steps. First one has the following im-
portant

Theorem [Hirschhorn] SPr∗(C) is a proper

simplicial cellular model category if we define
weak equivalences and fibrations to be the sec-
tion wise weak equivalences and fibrations and
the cofibrations to be all maps with the left

lifting property w.r.t. the trivial fibrations.

Remark: • The model structure described in
the previous theorem is called the projective
model structure on simplicial presheaves.

• The projective cofibrations turn out to be
exactly the retracts of transfinite compositions
of pushouts along maps ∂∆n⊗ hX → ∆n⊗ hX,

where X ∈ (Aff /C).
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The second step is to localize this model struc-

ture by the local weak equivalences:

Theorem [Blander] SPr∗(C) is a proper sim-

plicial cellular model category if we define weak

equivalences to be local weak equivalences, cofi-

brations to be the projective cofibrations and

fibrations to be all maps with the right lifting

property w.r.t. acyclic cofibrations.

Remark [Dugger]: The local projective model

structure can be obtained from the projective

one if we Bousfield localize along the class of

all maps hU∗ → hX where, U∗ → X is a hyper-

cover in the category of affine schemes. Equiv-

alently F is fibrant in the local projective model

structure iff F is fibrant in the projective model

structure and F satisfies descent for hypercov-

ers.
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With this in mind we have the following

Definition: A pointed connected stack F ∈
Ho(SPr∗(C)) is called a schematic homotopy

type, if the sheaves of groups πi(F, ∗) are rep-

resented by affine group schemes for all i > 0

and if these group schemes are unipotent for

i > 1.

Define now the schematization (X ⊗ C)sch as

the universal schematic homotopy type to which

X maps. The universal property implies that

for any pointed schematic homotopy type F ,

one has an equivalence of mapping spaces

RHom(X,F) � RHom((X ⊗ C)sch, F).
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Remark: Here Hom(F,G) denotes the simpli-

cial presheaf of homomorphisms between two

simplicial presheaves F , G and RHom(F,G) is

its derived version, i.e.

RHom(F,G) := Hom(
′
F,G′) ∈ Ho(SPr∗(C)),

where
′
F → F is a cofibrant replacement and

G→ G′ is a fibrant replacement.
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We can now state Toen’s schematization the-

orem:

Theorem (Toen) Let (X, x) be any pointed

connected simplicial set. Then the schemati-

zation (X ⊗ C)sch exists and moreover:

(i) The affine group scheme π1((X ⊗ C)sch, x)

is naturally isomorphic to the pro-algebraic

completion of π1(X, x) over C.

(ii) There is a natural isomorphism

H•(X,C) ∼= H•((X ⊗ C)sch,Ga).

(iii) if X is simply connected and of finite type,

then πi((X ⊗ C)sch, x) is naturally isomor-

phic to the pro-unipotent completion of

πi(X, x) over C, i.e.

πi((X ⊗ C)sch, x) = πi(X, x)⊗Z Ga.

11



3. The Hodge decomposition on (X⊗C)sch

The construction of the Hodge filtration in ra-
tional homotopy theory, utilizes the fact that
the cochain algebra C•

dR(X,C) of a simply con-
nected projective X can be used as an alge-
braic model of the complex homotopy type
of X. In particular, the Hodge decomposi-
tion on the level of differential forms yields a
Hodge decomposition on the commutative dga
C•(X,C).

Before we can apply the same reasoning to the
general setting we need to resolve the following

Problem 3. Find an algebraic model for

(X ⊗ C)sch.

We describe a construction of such a model,
inspired by a remark of P.Deligne concerning
the homotopy groups πi((X ⊗ C)sch, x).

The construction is intimately related to the
way one does algebraic geometry in the cate-
gory of stacks Ho(SPr(C)).
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We need the notion of an affine stack which
should be thought of as a derived version of
the notion of an affine scheme.

Given a cdga A one defines a simplicial presheaf
Spec(A) ∈ SPr(C) by setting

Spec(A) : (Aff /C) // (SSet)

Spec(B) // Homdga(A,B)

Furthermore, for any cdga A one defines a
stack RSpec(A) ∈ Ho(SPr(C)) by setting

RSpec(A) := Spec(
′
A),

where
′
A is a cofibrant replacement of A in the

cmc of cdga.

Definition A stack F ∈ Ho(SPr(C)) is called
affine if there exists a commutative dga A con-
centrated in non-negative degrees so that

F ∼= RSpec(A)

General fact: Any simply connected schematic
homotopy type is an affine stack.
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Comments: • A cdga A is cofibrant if it is

built by a transfinite sequence of pushouts of

free dga.

• A stack F is affine iff the dga LO(F) of

cochains of F with coefficients in Ga is ‘small’

and the natural map F → RSpec(LO(F)) is an

equivalence of simplicial presheaves.
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Using the General fact we get the desired

algebraic model of (X ⊗ C)sch:

Consider the natural map

(X ⊗ C)sch
p

//K(π1((X ⊗ C)sch),1)

K(π1(X)alg,1),

and let X̃ ⊗ C be the homotopy fiber of p.

Then X̃ ⊗ C is a simply connected schematic

homotopy type and so one can find a cdga A,

so that X̃ ⊗ C ∼= RSpec(A).

Conclusion: π1(X)alg acts on RSpec(A) and

(X ⊗ C)sch ∼= [RSpec(A)/π1(X)alg].

To make this algebraic model explicit we need

to calculate A.
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The answer is given by

Theorem (-,Pantev,Toen) Let X be a

pointed connected homotopy type and let

G be the pro-reductive completion of π1(X)

over C. View the algebra of functions O(G)

together with its π1(X) action as a local sys-

tem of algebras on X and let C•(X,O(G))

be the algebra of cochains on X with coef-

ficients in O(G). Then

(X ⊗ C)sch ∼= [RSpec(C•(X,O(G)))/G].

Remark: The theorem remains true if we take

G to be the pro-algebraic completion of π1(X),

rather than the pro-reductive one.
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A great advantage of the model

[RSpec(C•(X,O(G)))/G]

is that it is related to the geometry of X.

If X is a smooth projective variety C•(X,O(G))
can be computed from the de Rham complex
of the local system O(G).

Using Simpson’s non-abelian Hodge correspon-
dence one can then relate this dga to the Čech
cochain algebra computing the cohomology of
certain Higgs bundles on X.

Combined with the rescaling action of C× on
Higgs bundles this yields the Hodge decom-
position on the schematic homotopy type, i.e.
provides an action of the group C×δ on the
stack (X ⊗ C)sch.

This result is summarized in the following:
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Theorem (-, Pantev, Toen) Let X be a

pointed projective manifold. There exists

an action of C×δ on (X ⊗ C)sch so that:

• The induced action of C×δ on the co-

homology groups H•((X ⊗ C)sch,Ga) =

H•(X,C) is compatible with the Hodge

decomposition.

• The induced action of C×δ on π1(X)red

coincides with the one defined by

Simpson.

• If X is simply connected, then the in-

duced action of C×δ on

πi((X ⊗ C)sch)(C) ∼= πi(X)⊗ C

coincides with the Hodge decom-

position defined by Deligne-Griffiths-

Morgan-Sullivan.

• If Rn := Hom(π1(X), GLn(C))/GLn(C),

then the induced action of C× on Rn is

continuous in the analytic topology.
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4. The support invariants and restrictions
on homotopy types

For any pointed connected homotopy type X
we can use the schematization (X ⊗ C)sch to
construct a new homotopy invariant of X which
is related in a subtle way to the action of π1(X)
on the higher homotopy groups of X.

Let F be a pointed schematic homotopy type.
By definition π1(F, ∗) is an affine group scheme
and one can show that πi(F, ∗) are all abelian
unipotent group schemes for i > 0.

Let π1(F, ∗)red be the maximal reductive quo-
tient of π1(F, ∗) considered as a subgroup of
π1(F, ∗) via the Levi decomposition.

Since πi(F, ∗) is a linearly compact vec-
tor space and π1(F, ∗)red is an affine reductive
group scheme acting on it we get a decompo-
sition as a (possibly infinite) product

πi(F, ∗) =
∏

ρ∈R
πi(F, ∗)ρ.
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Comments:

• R denotes the set of isomorphism classes of

finite dimensional simple linear representations

of π1(F, ∗) and πi(F, ∗)ρ is a (possibly infinite)

product of representations of class ρ.

• Using the fact that the Levi decomposition is

unique up to an inner automorphism one can

check that the set

{ρ ∈ R|πi(F, ∗)ρ �= 0}
is well defined and independent of the choice

of the embedding π1(F)red ⊂ π1(F).

Definition Let F be a pointed schematic ho-

motopy type. The subset

Supp(πi(F, ∗)) := {ρ ∈ R|πi(F, ∗)ρ �= 0} ⊂ R

is called the support of πi(F, ∗) for every i > 1.
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The naturality of the construction of the Hodge

decomposition on (X⊗C)sch now gives the fol-

lowing

Lemma For any pointed projective manifold

(X, x) and any i > 1 the subset

Supp((X ⊗ C)sch, x)

is invariant under the C× action on R.

Note: In this geometric case the identification

of

R(π1((X ⊗ C)sch, x)) ∼= R(π1(X,x)),

allows us to view R(π1((X⊗C)sch, x)) as a geo-

metric object as well. Explicitly if

n > 0 the component Rn of R(π1(X, x) con-

sisting of simple representations of rank n is

in a natural way an algebraic variety. Indeed,

we can identify Rn with the geometric quotient

Hom(π1(X), GLn(C))s/GLn(C).

As a consequence we get the following
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Theorem (-, Pantev, Toen) Let (X, x) be

a pointed projective manifold, then:

• If ρ ∈ Supp((X ⊗ C)sch, x) is an iso-

lated point (for the natural topology on

R(π1(X, x))), then the local system on

X corresponding to ρ underlies a polar-

izable complex variation of Hodge struc-

tures.

• If πi((X ⊗ C)sch, x) is an affine group

scheme of finite type, then each simple

factor of the semi-simplification of the

π1(X, x)-module πi((X⊗C)sch, x) under-

lies a polarizable CVHS.

• Suppose that π1(X, x) is abelian. Then

each isolated character

χ ∈ Supp((X ⊗ C)sch, x)

must be unitary.
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Warning: The support invariants

Supp((X ⊗ C)sch, x)

are related to the action of π1(X, x) on πi(X, x)⊗
C in a highly non-trivial way, which at the mo-

ment can be understood only in very special

cases.

Nevertheless, the previous theorem can be used

to produce explicit new examples of homotopy

types which are not realizable by smooth pro-

jective varieties.

In order to construct these examples we will

need to compute the support invariants explic-

itly, at least in some cases.

Definition A finitely generated group Γ is called

algebraically good (relative to C) if the natural

morphism of pointed stacks

(K(Γ,1)⊗ C)sch → K(Γalg,1)

is an isomorphism.
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Remark: Γ is algebraically good iff for any fi-

nite dimensional complex representation V of

Γ, the natural map Γ → Γalg induces an iso-

morphism

HH•(Γalg, V ) ∼= H•(Γ, V ).

Here HH•(Γalg, V ) denotes the Hochschild co-

homology of the affine group scheme Γalg.

Examples: Finite groups, free groups of finite

type, finitely generated abelian groups and the

fundamental groups of compact Riemann sur-

faces are algebraically good groups.
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We now have the following:

Theorem (-,Pantev,Toen) Let n > 1 and

let (Y, y) be a pointed connected homotopy

type so that π1(Y, y) =: Γ is algebraically

good, πi(Y, y) are finitely generated for 1 <

i ≤ n and πi(Y, y) = 0 for i > n. Let ρ :

Γ → GLm(Z), and let ρ1, . . . , ρr be the simple

factors of the semi-simplification of ρC.

Let Z = K(Γ,Zm,n) ×K(Γ,1) Y . If there

is a X ∈ P so that τ≤nX ∼= τ≤nZ, then the

real Zariski closure of the image of each ρj

is a group of Hodge type.
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Examples:

(a) Let Γ = Z2g and let ρ be any integral re-

ductive representation, such that ρC is not

unitary. Then at least one of the charac-

ters ρj is not unitary and so the real Zariski

closure of the image of ρj is not of Hodge

type.

(b) Let Γ be the fundamental group of a com-

pact Riemann surface of genus g > 2 and

let m > 2. Let ρ : Γ → SLm(C) be a surjec-

tive homomorphism. Then the real Zariski

closure of the image of ρ is SLm(R), which

is not a group of Hodge type.
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5. Extensions and generalizations

The Hodge decomposition we constructed on
(X ⊗C)sch is only a part of a schematic mixed
Hodge structure which includes a weight filtra-
tion:

Theorem (-, Pantev, Toen) For any pointed pro-
jective manifold (X,x) there exists a natural C×δ-
equivariant tower of pointed schematic homotopy
types

(X ⊗ C)sch → . . .→ LW (1)(X ⊗ C) → LW (0)(X ⊗ C),

satisfying:
• There is a natural isomorphism of

C×δ-equivariant stacks

LW (0)(X ⊗ C) = Bπ1(X,x)
red.

• The homotopy fiber Gr(m)
W (X ⊗ C) of the mor-

phism

LW (m)(X ⊗ C) → LW (m−1)(X ⊗ C)

is representable by a cosimplicial abelian unipotent

group scheme.

• The action of C× on the stacks Gr(m)
W (X ⊗ C)

satisfies a purity condition.
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The relationship between X and (X ⊗C)sch) is
quite difficult to understand. This is related
to the existence of groups which are not al-

gebraically good. If X is a complex algebraic
manifold, then every point has a Zariski neigh-
borhood whose underlying homotopy type is a
K(π,1), where π is a group built by successive

extensions of free groups of finite type. Such
π’s are algebraically good (Serre had shown
that these groups are pro-finitely good). Thus

the schematization is relatively easy to under-
stand locally in the Zariski topology. This justi-
fies schematic Van Kampen and Lefschetz hy-
perplane section theorem.

Observe that the schematization functor is left

adjoint and thus commutes with homotopy col-
imits. Therefore one expects that for any open
hypecover U∗ of X we will have an equivalence

(X ⊗ C)sch ∼= hocolim[n]∈∆(Un ⊗ C)sch.

Modulo (hard) technical details this result makes
(X ⊗ C)sch computable. Of course (X ⊗ C)sch
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has some shortcomings - it does not behave

well under base change and in families - a dif-

ferent more geometric approch to NMHS can

be found in math.AG/0006213, Nonabelian mixed

Hodge structures, L. Katzarkov, T. Pantev, C.

Simpson.

We also expect that the Whitehead products

will allow us to obtain new restriction on the

rational homotopy types of smooth projective

varieties.

One can also look, building on ideas of Deligne,

at different realizations of X ⊗C)sch etale, DR

, crystaline and get some arithmetics informa-

tion about X.


