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Measure-Classification Theorem [Furstenberg, Dani]

0 1
U = ergodic ut-inv’t probability measure on G /T
—> u is Lebesgue measure or on closed orbit.

G = SL(2,R), T =latticein G, u'= [1 t}

Step 1 of the proof (yesterday)

Shearing: fastest motion is parallel to the orbits. |

|
Prop. Fastest transverse motion is along norm’zer. ]

sy s_ e 0 unless supported on
Cor. u is inv't under a’® = [0 e_s] closed 11t -orbit.

1 0
* 1

Step 2: p is inv’'t under [ } entropy calculation
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Step 2: Entropy calculation

What is entropy?

Fix partition P = {Aq,...,A,} of X. Let p; = u(A;).
Suppose x is an unknown point in X.
Learning x € A; gives us information:

# bits of info is |log(u(A;))| = |log p;l.

Expected # bits infois > ; p; [log p;|
= the entropy of P =hy(P) =0.

For T: X — X, entropy h,(T)
= growth rate from x,Tx, T?%x, ..., T"x.
Pn={Ai} VT 1A} Vv - - V{T"A;}
hu(T) = limn_,oo hu(?n) / n. (usually independent of P)
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hu(T) = limp-why(Pp)/n 20 |

Eg. T(x) = x + ¢ (mod 1) (with « irrational).
[0,1) =[0,1/2)uU[1/2,1)

>HP, <2+#P,_1 <n

= Nep (Pr) < log2n
Niep (T) < limy,— o % log2n = 0.

More generally:

Prop. T € Isom(X) = h,(T) = 0. |
no distances are stretched = entropy is 0 )
amount of stretching = entropy for diffeos |
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amount of stretching = entropy for diffeos

D

Pesin Entropy Formula [1977]
@ T = vol-pres diffeo of manifold M (cpct, smooth)
@ tangent bundle TM =F1 & - - - @ E,, (T-inv,
VEEE, IITE)I =Til&ll.

Then hyo(T) = >4 (dimZ;) log T;.

Example (entropy of geodesic flow)

2s
Recall a*qa™" = [yeonS 1365 } hyot(a®) = 2|s|

=3 5|e 5 2o |2 0]
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Theorem (Ledrappier-Young [1985])

@ T = meas-pres diffeo of manifold M
@ tangent bundle TM =F1 & - - - @ E,, (T-inv,
VEEE, ITE)I =Til&ll.
@ H-orbits are tangent to D+,-1 Ei
@ n=2.-1(dimZ;) log T;
Then h,(T) <n. Equality < uis H-inv't.

“measure of maximal entropy is nice” J

Idea. If supp p misses directions that are stretched,
they do not contribute as much as they should.
To exploit all directions (along the H-orbits),
u must be Lebesgue on every H-orbit.
So u is H-invariant.
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Theorem (Ledrappier-Young [1985])

If H-orbits tangent to the expanding directions of T,
then h,(T) < n = total stretching.
Equality < pu is H-inv't.

Cor. Suppose u is a*-inv’t on SL(2,R)/T.
Then h,(a®) < 2|s|, with equality iff y is ut-inv't.

Step 2. u inv't under u! and a* = u = Lebesgue. J

pis ut-inv't = hy(a®) =2|s| = hy(a™*) = 2|s]

. : 1
= W is invariant under [T O} =v'.

u is invariant under (ut, a*,v") = SL(2,R). O
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Measure-classification = Equidistribution

Show Mr(f) := % [, f(ulx)dt — [¢ fdvol 3S |

Measure-Classification.
@ Each ergodic measure is volg,,.
@ Every inv't meas is (=) >; vols,y,.

Recall that Mt € Meas X and Meas(X) is compact.
Need to show only acc pt M., of {Mr} is some volg,,.

Key to Proof. Show M. (Sy) # 0 = {ufx} c Sy. J

S julx} € Sx and dim S minimal = M, = volgy. |

Claim. d(utx, Sy)? is polynomial function of t. J
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Claim. d(ulx, Sy)? is polynomial function of t. |

Taylor series: logu = S (- 1)*+12(u — ¥
So ut = exp(tlogu) = >p_; « tX (logu)k.
Each matrix entry of u! is polynomial function.

Linearization (Dani-Margulis [1993])

Can show S = S, so
3 homo p: G — SL(D,R), and v € RP,
such that § = Stabg (U). (Chevalley’s Theorem)
Write x = gI', and assume y = el.
dutx,Sy)? =d(utg,S)? = dutgv,v)?.
ut! is polynomial func of t = ufgv is polynomial
= d(utgv,v)? is polynomial.
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Key to Proof. Show M., (Sy) # 0 = {u'x} cSy. |

We know d(ulx,Sy)? is poly func of t of degree N.J

f € C.(X)<1, supported in 6-neigh of S,
such that Mr(f) > 0.01.
0.01 < Mr(f) = % [ f(ulx)dt
<+ 0({t] flutx)#0})
<1 0({t|dutx,Sy) <5})
d(ulx,Sy)?is poly that is < § on 1% of [0, T']
= d(ulx,Sy)? <eon[0,T].
Let Ty — o: d(utx,Sy) =0 for all t.
So {utx} c Sy. O
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