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Presentation Notes
In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.
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Presentation Notes
In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.
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Presentation Notes
A 1-minute tour through the visual and eye movement system:
Feature analysis occurs in early visual areas; these are conceived of as “feature maps” (model), where different neuronal populations represent a basic feature (such as color, motion, orientation, etc.)
Visual information is then fed forwarwd to a stage of target selection. This is best studied in a frontal area (the frontal eye field, FEF) an din a parietal area (the lateral intraparietal area, LIP). Neurons in these areas have spatial receptive fields (RF) and respond more to targets than to distractors regardless of specific features. The neurons form a “priority” map (or “saliency map”) that selectively encodes the locations of behaviorally relevant stimuli. 
FEF and LIP are thought to send feedback projections to visual areas, which enhance the sensory processing of the selected target in these areaa. Behaviorally, this is measured as an enhancement in the ability to discriminate and/or detect that target – an operational definition of “attention”.
Fef and LIP also send projections to subcortical structures, such as the superior colliculus (SC). This can trigger an eye movement to the attended location.  


Evidence accumulation

In parallel, there Is an “attention”
(feedback) view — but It Is iIncomplete.
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“Offers” + learning (RL) >> choice

Sugrue et al., 2005
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Presentation Notes
A possible answer is suggested by recent work. Most of our decisions are governed by a measure of “utility” or value. Optimal decision making requires organisms to estimate the expected reward of alternative options and to develop a preference for selecting the higher-value option. 
Target selection activity in LIP and FEF is known to be modulated by expected reward. I give an example from a recent paper by Sugrue et al. Monkeys were required to select between a red and green target on each trial; the rewards delivered for each target were probabilistic and changed dynamically with a given time course. Monkeys matched the fraction of choices of a target to the recent fraction of rewards they harvested from that target, conisstent with an optimal strategy. LIP neurons selected the target: they responded more strongly if a target (blue) than if a distractor (green) was in their spatial receptive field. This response was modulated by expected reward: the target selection response (difference between target and distractor activity) increased in proportion to the relative reward received from the target. In other words, the peak of the response on the “saliency” map was higher for more highly rewarded targets. 
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which source of
Information to
sample?

“1 THINK, YoU SHOUWD BE MIRE EXPLICIT
HERE ™ STEP TWo.™



Exp 2: Information sampling in non-
Instrumental context:
select /nteresting information
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Presentation Notes
In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.


The uncertainty is known.

Sampling requires forward planning
based on a task model.
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Presentation Notes
In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.
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uninformative cues

Test whether responses can be explained
by cumulative future rewards

Test whether responses can be
explained by reward prediction
errors (RPE)
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A possible answer is suggested by recent work. Most of our decisions are governed by a measure of “utility” or value. Optimal decision making requires organisms to estimate the expected reward of alternative options and to develop a preference for selecting the higher-value option. 
Target selection activity in LIP and FEF is known to be modulated by expected reward. I give an example from a recent paper by Sugrue et al. Monkeys were required to select between a red and green target on each trial; the rewards delivered for each target were probabilistic and changed dynamically with a given time course. Monkeys matched the fraction of choices of a target to the recent fraction of rewards they harvested from that target, conisstent with an optimal strategy. LIP neurons selected the target: they responded more strongly if a target (blue) than if a distractor (green) was in their spatial receptive field. This response was modulated by expected reward: the target selection response (difference between target and distractor activity) increased in proportion to the relative reward received from the target. In other words, the peak of the response on the “saliency” map was higher for more highly rewarded targets. 
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Presentation Notes
In the task monkeys see a cue (round patch with stationary dots) and two targets (white spots).  In the first task stage, the central point goes off and monkeys have to look at the cue. Once they do so the cue delivers an instruction: the dots can move toward one or the other target. The direction of motion instructs the monkey which target is likely to be rewarded at the next step. After motion begins, monkeys are free to look at one of the targets as soon as they want. 

Our main interest is in the first selection period, before the monkey looks at the patch. For each LIP neuron we place the patch in the RF, so that we can observe how neurons respond to it. In this period the dots are stationary. However, cues are distinguished by the color of their border, which indicates how valid or reliable they are. In this example, a black border cue is 100% valid: whenever the cue says “go down” the monkey can be 100% certain that he will get a reward by looking at the lower target. Monkeys are highly familiar with these contingencies by virtue of long-term training. 
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Presentation Notes
In the task monkeys see a cue (round patch with stationary dots) and two targets (white spots).  In the first task stage, the central point goes off and monkeys have to look at the cue. Once they do so the cue delivers an instruction: the dots can move toward one or the other target. The direction of motion instructs the monkey which target is likely to be rewarded at the next step. After motion begins, monkeys are free to look at one of the targets as soon as they want. 

Our main interest is in the first selection period, before the monkey looks at the patch. For each LIP neuron we place the patch in the RF, so that we can observe how neurons respond to it. In this period the dots are stationary. However, cues are distinguished by the color of their border, which indicates how valid or reliable they are. In this example, a black border cue is 100% valid: whenever the cue says “go down” the monkey can be 100% certain that he will get a reward by looking at the lower target. Monkeys are highly familiar with these contingencies by virtue of long-term training. 
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Presentation Notes
Walk thru – take each of the three pairs. Now given the choice between 100% and 55%, monkeys always choose the 100%... But the higher val cue can be IN or OUT of RF.
By comparing these trials we can examine how neurons are ranking the cues. Here you can see that…
But note that selectivity reduces as the difference in validity of the pair decreases.

Covert Similar even though there is no saccade planning.
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Presentation Notes
Now we must introduce 3 cues that have the same expected reward but provide no new information. We do this using a “redundant cue task”. Here, a trial begins with an informative cue that gives the monkey full information. In this example, the 100% validity cue tells the monkey to look at the upper target. At this point the monkey knows all he can know about the trial: he will look up and get 100% reward. To get the reward however, the monkey has to make 2 saccades: a saccade to a yellow patch and a saccade to the upper target. The yellow patch is our redundant cue, and it looks very similar to the informative cue (LIP neurons are not likely to signal simple differences in color).  A saccade to this patch is valuable, since without it the monkey will not get his reward. However, the patch is redundant in that it brings no new information.  We use 3 redundant patches (yellow, red and cyan), which are consistently paired with, respectively, the 100%, 80% and 55% informative cues. Thus these patches have the same future reward as the informative cues. But, they produce no change in expectation. 
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Presentation Notes
We record responses in LIP during the first preparatory period. In this period a patch sits in the RF and the monkey prepares to make a saccade to it. The sensory and motor events are equivalent for informative and redundant cues. In addition, the expected reward (E(R)) of these cues is equated, as explained before. So, if LIP neurons are modulated by E(R) they should respond similarly to the redundant and informative cues. But we find that they do not: reward (or validity) modulations are very clear for the informative cues (77% of our neuronal sample show significant effects). But there is almost no modulation for the redundant cues. 

Thus LIP neurons do not simply signal the expected reward of an eye movement. 
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Presentation Notes
We record responses in LIP during the first preparatory period. In this period a patch sits in the RF and the monkey prepares to make a saccade to it. The sensory and motor events are equivalent for informative and redundant cues. In addition, the expected reward (E(R)) of these cues is equated, as explained before. So, if LIP neurons are modulated by E(R) they should respond similarly to the redundant and informative cues. But we find that they do not: reward (or validity) modulations are very clear for the informative cues (77% of our neuronal sample show significant effects). But there is almost no modulation for the redundant cues. 

Thus LIP neurons do not simply signal the expected reward of an eye movement. 
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Presentation Notes
Now we must introduce 3 cues that have the same expected reward but provide no new information. We do this using a “redundant cue task”. Here, a trial begins with an informative cue that gives the monkey full information. In this example, the 100% validity cue tells the monkey to look at the upper target. At this point the monkey knows all he can know about the trial: he will look up and get 100% reward. To get the reward however, the monkey has to make 2 saccades: a saccade to a yellow patch and a saccade to the upper target. The yellow patch is our redundant cue, and it looks very similar to the informative cue (LIP neurons are not likely to signal simple differences in color).  A saccade to this patch is valuable, since without it the monkey will not get his reward. However, the patch is redundant in that it brings no new information.  We use 3 redundant patches (yellow, red and cyan), which are consistently paired with, respectively, the 100%, 80% and 55% informative cues. Thus these patches have the same future reward as the informative cues. But, they produce no change in expectation. 
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Presentation Notes
We record responses in LIP during the first preparatory period. In this period a patch sits in the RF and the monkey prepares to make a saccade to it. The sensory and motor events are equivalent for informative and redundant cues. In addition, the expected reward (E(R)) of these cues is equated, as explained before. So, if LIP neurons are modulated by E(R) they should respond similarly to the redundant and informative cues. But we find that they do not: reward (or validity) modulations are very clear for the informative cues (77% of our neuronal sample show significant effects). But there is almost no modulation for the redundant cues. 

Thus LIP neurons do not simply signal the expected reward of an eye movement. 
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We record responses in LIP during the first preparatory period. In this period a patch sits in the RF and the monkey prepares to make a saccade to it. The sensory and motor events are equivalent for informative and redundant cues. In addition, the expected reward (E(R)) of these cues is equated, as explained before. So, if LIP neurons are modulated by E(R) they should respond similarly to the redundant and informative cues. But we find that they do not: reward (or validity) modulations are very clear for the informative cues (77% of our neuronal sample show significant effects). But there is almost no modulation for the redundant cues. 

Thus LIP neurons do not simply signal the expected reward of an eye movement. 
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Presentation Notes
In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.
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Reinforcement model

Operant and entropy rewards
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Operant and Pavlovian rewards
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Operant, Pavlovian and entropy rewards
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* Is (most likely) imperfect and biased.

* Are adaptations for natural actions
optimal for reasoning?

* A potential new explanation for non-
normative decisions (behavioral
economics).



critical for building visual
representations. Feedback!

Learning & development:
* Active; learner decides which
data to seek out.
* Curiosity and creativity.
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In laboratory studies we motivate performance using juice reward. This reward is our metaphor for all goals – anything an organism may wish to achieve. In this example from Yarbus (the earliest eye movement recordings, dating back to the 1800s), subjects were asked to answer different questions about a picture. Their eye movements changed depending on their goal. If the goal was to estimate the material circumstances, subjects looked at the objects in the room; if the goal was to estimate age, subjects looked at the faces of  the people in the room. This suggests a simple model: the brain learns an association between an action (in this case, a particular answer) and a reward (success!); then it learns which of the sensory stimuli are associated with the successful action, and directs attention to those stimuli. Furniture is associated with wealth while faces are associated with age, so these stimulus classes are differentially valued (attended) in these two tasks.


	gottlieb cover
	gottlieb
	Slide Number 1
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29
	Slide Number 30
	Slide Number 31
	Slide Number 32
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Slide Number 39
	Slide Number 40
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	Slide Number 45




