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𝒟 = 𝒟train ∪ 𝒟test

•

𝜃∗ = argmin𝜃 𝐿(𝒟train|ℳ, 𝜃)

•

𝐿(𝒟test|ℳ, 𝜃∗)
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⇒

⇒

•

⇒

[d’Eon, Greenwood, Wright, Leyton-Brown: arXiv]



Alignment Interpretability

Loss SP SPA DP DPA Ex CPR ZM

Negative log-likelihood ✓ ⚠️ ✓ ⚠️ ✓  

Error rate     ✓  

L1 error (MAE) ✓ ✓   ✓ ✓ ✓

Cross-entropy ✓ ⚠️ ✓ ⚠️ ✓  

KL divergence ✓ ⚠️ ✓ ⚠️ ✓ ⚠️ ✓

Brier score ✓ ✓ ✓ ✓ ✓  

Squared L2 error (MSE) ✓ ✓ ✓ ✓ ✓ ✓ ✓
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Null Model
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• 𝑓 𝑮 𝑓
𝐺

•

prediction for 𝑎𝑖 ∝ 𝑤0 + 

𝑓∈ 𝐹

𝕀 𝑓 is informative ⋅ 𝕀 𝑓 𝑎𝑖 = 1 ⋅ 𝑤𝑓



about 1020 ×
likelihood improvement
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[Hartford, Wright, Leyton-Brown: NeurIPS 2016]



# Hidden units# Hidden units



# Hidden units# Hidden units



# Hidden units# Hidden units
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𝐺 = (𝑁, 𝐴, 𝑢) 𝑎 ∈ 𝐴

𝝋 |𝑁| 〈 𝑢1 𝑎 ,… , 𝑢 𝑁 𝑎 〉

Φ

𝒉 Φ 𝐴𝑖
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No Cognitive BiasesUtility maximization

Preferences satisfy independence

Losses and gains 
impact utility equally

Has preferences 
over gambles

Preferences satisfy transitivity

WTP is the same 
as your value

Weights outcomes by 
objective probabilities

Understands probabilities

Exhibits obvious preferences
Preferences satisfy continuity

Secondary: Complex Reasoning with Probabilities

Tertiary: Strategic Behavior

Preferences and Utility

Primary: Basic Reasoning

Time consistent 
discounter

No sunk cost 
fallacy

Understanding Probability 
Distributions

Understands law 
of large numbers

Unaffected by 
peer pressure

No gambler’s 
fallacy

Unaffected by 
anchoring

Revealed Preference

Indifferent between known 
and unknown risks

Updates prior with new 
information

Strategic Agent: Single-Shot Strategic Agent: Multi-Shot

Accurately models other 
agents’ sophistication

Chooses actions with 
respect to the likely actions 

of other players

Finds equilibrium 
strategies

Updates beliefs about other 
agent’s sophistication given 

previous actions

Chooses actions with 
respect to the likely actions 

of other players

Finds equilibrium 
strategies

Maximizes the 
expectation

Computationally 
unbounded reasoning
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Computationally 
unbounded reasoning
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as your value
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and unknown risks
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Domain 1

Domain 2

Domain …

Human-written 
Examples

GPT-4

LLM 
1

LLM 
2

LLM 
…

Domain 1

ex. 1 ex. 2

ex. 3 ex. …

Domain 2

ex. 1 ex. 2

ex. 3 ex. …

Domain …

ex. 1 ex. 2

ex. 3 ex. …

GPT-4 Generated 
Examples

template

template

template

Data Generation Inference

Human 
Verification

{
‘Option A’: 0.45
‘Option B’: 0.55

}

{
‘Option A’: 0.67
‘Option B’: 0.33

}

{
‘Option A’: 0.2
‘Option B’: 0.8

}
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Domain 1 (Dollars):



Domain 2 (Lives):
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